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Abstract
Purpose Since November 2022, generative artificial intelligence (AI) chatbots, such as ChatGPT, that are powered by large 
language models (LLM) have been the subject of growing attention in healthcare. Using biomedical ethical principles to 
frame our discussion, this review seeks to clarify the current ethical implications of these chatbots, and to identify the key 
empirical questions that should be pursued to inform ethical practice.
Recent findings In the past two years, research has been conducted into the capacity of generative AI chatbots to pass 
medical school examinations, evaluate complex diagnostic cases, solicit patient histories, interpret and summarize clinical 
documentation, and deliver empathic care. These studies demonstrate the scope and growing potential of this AI to assist 
with clinical tasks.
Summary Despite increasing recognition that generative AI can play a valuable role in assisting with clinical tasks, there 
has been limited, focused attention paid to the ethical consequences of these technologies for mental healthcare. Adopting 
a framework of biomedical ethics, this review sought to evaluate the ethics of generative AI tools in mental healthcare, and 
to motivate further research into the benefits and harms of these tools.

Keywords Large language models · Generative artificial intelligence · Ethics · Mental health · ChatGPT · Psychiatry · 
Psychotherapy

Introduction

Amid the growing global demand for improved access to men-
tal health services, healthcare organizations, and patients, are 
increasingly turning to technological innovations to enhance 
care delivery and reduce costs [1]. While digital and artificial 
intelligence (AI) technologies for mental health have their 
roots in the 1960s [2], discussions of their role in the provision 
of mental health care have grown since the public release of 
OpenAI's ChatGPT in November 2022. While the concept of 
generative AI (GAI) – AI systems capable of creating human-
like output – is not entirely new, recent advancements and 

the widespread availability of large language models (LLMs), 
such as OpenAI’s GPT-4 and Google’s Bard, suggest that 
these technologies could have important clinical applications. 
LLMs are a form of generative AI capable of analyzing and 
creating content by leveraging vast data troves including pub-
licly accessible information on the internet. Unlike traditional 
search engines that return links in response to user queries, 
chatbots powered by these models can generate rapid outputs 
that ‘remember’ previous user exchanges and appear to mimic 
natural human conversations.

Emerging research suggests that psychiatrists and primary 
care physicians are adopting these tools to assist with clinical 
tasks [1, 3]. As early as June 2023, a Medical Economics sur-
vey conducted in the USA found that over 10% of clinicians 
had already started using chatbots like ChatGPT. Addition-
ally, nearly 50% of respondents indicated plans to adopt these 
technologies in the future for tasks such as data entry, medical 
scheduling, or research [4]. By October 2023 a small survey 
(n = 138) conducted with psychiatrists a"liated to the American 
Psychiatric Association (APA) found that 44% of respondents 
had used ChatGPT 3.5 and 33% had used 4.0 “to assist with 
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answering clinical questions” [1]. Another study of 420 US 
medical students (response rate 50%), found that 40% had used 
ChatGPT [5]. Meanwhile, in February 2024 a major study of 
1006 UK general practitioners found that 20% had used genera-
tive AI tools “to assist with answering clinical questions” with 
16% specifically reporting the adoption of ChatGPT [3].

In the United States, health systems are rapidly integrat-
ing a variety of LLM-based tools into real clinical work-
flows. “Ambient listening,” the use of an LLM-powered 
system that listens to patient-physician interactions and gen-
erates the first draft of a clinical note, has been implemented 
in many clinical settings across the country; early imple-
mentations of these systems have been optimistic, showing 
increases in patient and provider satisfaction without any 
serious safety concerns [6]. Similarly, response to patient 
messages, in which an LLM drafts that first draft of a mes-
sage to a patient through an EHR portal, have been widely 
adopted, though with more mixed results [7]. EHR provid-
ers, most notably Epic, have committed to full integration 
of LLMs throughout almost every domain of clinical work-
flows, including documentation e"ciency including clini-
cal summarization, patient experience, population health 
management, and a variety of billing tools – over 60 imple-
mentations in development [8]. In the United States, these 
uses of LLMs are not currently subject to Food and Drug 
Administration oversight, and many LLM tools are exempt 
from Software as a Medical Device (SaMD) regulation [9].

In August 2024, in a KFF health tracking poll in the US, 
about one in six adults (17%) reported using AI chatbots at 
least once a month to find health information and advice, ris-
ing to one quarter of adults under age 30 (25%) [10]. How-
ever, there is scarce research into patients’ experiences with, 
and opinions about, these tools in mental healthcare [11]. 
Furthermore, with limited evidence and lack of concrete 
guidance by medical organizations and regulators about the 
use of generative AI [12–14], mental health clinicians may 
be uncertain when it is appropriate to use them, what to 
advise patients, and what constitutes best practice.

In this review, our aim is to go beyond current com-
mentaries on generative AI in mental healthcare [15, 16] to 
evaluate and motivate further research into the benefits and 
harms of these tools, in this paper we use a framework of 
biomedical ethics [17]. We also identify key empirical ques-
tions in this domain that warrant further study (see Table 1).

Discussion

Respect for patient autonomy

Clinicians are obliged to be open and honest with patients 
and to respect their autonomy to make informed choices 
about their care. Respect for autonomy requires o#ering 

patients relevant, accessible, and timely information about 
their health and treatment options, in contexts that are free 
from coercion, so that individuals can exercise their right to 
healthcare determination.

Although respect for autonomy is a fundamental princi-
ple of medical ethics, research indicates that patients often 
misunderstand or forget substantial portions of the infor-
mation conveyed to them during medical visits [18]. Clini-
cians, as experts in their field, often overestimate patients' 
understanding of specialized or technical terms. They fre-
quently fail to adjust their language to match a patient's level 
of comprehension [19], a phenomenon known as "the curse 
of expertise" [20]. This creates a knowledge gap, making it 
di"cult for patients to fully grasp the information including 
those housed in their electronic health records. Additionally, 
clinical records have historically been designed to serve as 
an aide memoir for clinicians or to communicate detailed 
medical information between other healthcare profession-
als, rather than to o#er easily understandable information 
to patients.

A major strength of generative AI is its capacity to rapidly 
generate summaries of complex data and content and trans-
late such information into requested literacy levels and tone. 
Such capacities may not only render clinicians’ administra-
tive tasks more e"cient, in the era of patient online record 
access they may assist clinicians in writing clinical docu-
mentation that patients can better understand [21]. When it 
comes to informed consent, ethicists have argued that LLMs 
could, in principle, improve patients’ access to the relevant 
procedural information, therefore enhancing informed deci-
sion-making [22]. For this to occur, however, generative AI 
will need to furnish patients with information that is at least 
more accurate, accessible, and trustworthy than that prof-
fered by clinicians in traditional consent scenarios [22, 23].

How reliable and trustworthy are generative AI chatbots? 
There is a well-documented tendency for LLMs to make up 
false information, referred to as ‘hallucinations’ [24], some 
of which may be subtly incorrect. Important to clarify is 
that many widely available chatbots such as ChatGPT are 
not specifically trained on medical data, and medical-grade 
models, such as Google’s PALMMed2, exhibit higher medi-
cal fidelity [25]. Computational techniques such as retrieval-
augmented generation (RAG) have also been shown to 
meaningfully reduce hallucination rate [26]. Nonetheless, 
even these models can still be prone to errors even while 
there is evidence that they are improving [27]. Moreover, 
due to ChatGPT's commercial availability and its wide-
spread adoption as the most commonly used LLM chatbot 
with early studies showing that physicians are already utiliz-
ing it [3]. The rapid responses, and authoritative tone of con-
versational responses generated by LLM-powered chatbots 
could make both clinicians and patients more susceptible 
to misinformation, potentially undermining the quality of 
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Table 1  Ethical issues that may be informed by empirical research

*  Empirical research should di#erentiate between di#erent generative AI tools including medical grade tools, those that are specifically designed 
to be compliant with health privacy standards, and more commercially platforms. We envisage that a variety of methodologies should be applied 
to tackle these research questions including mixed methods survey research, natural language processing, and other techniques aimed at under-
standing objective measures of changes. We strongly recommend that, where feasible, randomized controlled trials are used to comparing human 
clinicians versus generative AI versus human clinicians + generative AI
** We recommend that research investigates the experiences and perceptions of patients with di#erent mental health diagnoses
*** We recommend research is conducted in di#erent mental health settings with di#erent healthcare professionals, including psychiatrists, clini-
cal psychologists, psychotherapists, and mental health nurses

Ethical Principle Suggested Empirical Research Questions*
Following access to generative AI…
Patients’ experiences** Clinician experiences***

Respect for Patient Autonomy Do patients better understand their healthcare?
Do these tools improve patient understanding 

about medications?
Do patients feel more empowered?

Do clinicians communicate information more 
understandably in narrative notes?

Do clinicians preserve the clinical detail in their 
documentation?

Beneficence
Empathic care & the therapeutic alliance
Diagnostic accuracy

Do patients perceive responses written wholly 
by generative AI to be empathic?

Do patients perceive responses cowritten 
between clinicians and generative AI to be 
empathic?

Does the use of generative AI strengthen the 
therapeutic alliance with clinicians?

Do these tools improve wellbeing?
Do patients with mental health conditions use 

these tools for diagnostic purposes before 
visiting a clinician?

How do patients with psychiatric disorders, 
such as schizophrenia, perceive the impact 
of generative AI-assisted diagnostic tools on 
the quality of care they receive, particularly 
in addressing both mental health and physical 
health conditions?

Do patients use these tools as second opinions, 
helping to improved diagnostic accuracy?

Does the use of generative AI reduce compassion 
fatigue?

Do clinicians find these tools useful for brain-
storming diagnostics?

Do these tools improve diagnostic accuracy rates, 
and reduce diagnostic overshadowing in mental 
healthcare?

Nonmaleficence
Medical errors
Misinformation that leads to harm

Do patients perceive errors in generative AI 
outputs?

Does use increase patient anxiety?
Does use increase self-harm episodes?

Do clinicians perceive errors in generative AI 
outputs?

Does use of generative AI reduce medical error 
rates?

Do clinicians rely on misinformation that later 
leads to patient harm?

Justice
Unfair treatment
Access to care

Do patients perceive stigmatized language in 
responses?

Do patients feel o#ended by what they read?
How do patients from di#erent demographics 

perceive these tools?
Do these tools improve access to health informa-

tion/clinicians?
Are some patient demographics more inclined to 

use these tools?

Do clinicians use these tools to reduce risks of 
including stigmatized or o#ensive language in 
documentation?

How does these tools a#ect the fairness of 
treatment decisions across di#erent patient 
demographics?

Privacy & Confidentiality Do patients feel more worried about privacy?
What do patients understand about how their 

health information will be used?

What do clinicians understand about privacy and 
confidentiality with respect to patient informa-
tion when using generative AI tools?
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disclosures, thereby compromising patient autonomy (see 
also Privacy and confidentiality).

Currently, only a handful of studies have investigated 
the patient communication abilities of content produced by 
generative AI with mixed findings. Tu et al. showed that a 
conversation AI system, AMIE, could take a clinical his-
tory better than human clinicians, though mental health care 
was excluded [28]. Pradhan et al. investigated the use of 
ChatGPT to write educational materials for cirrhosis and 
concluded that responses o#ered comparable readability, 
grade level, understandability, and accuracy to human-
derived materials [29]. A study by Kharko et al. of primary 
care notes found that medical fidelity ratings varied, with 
ChatGPT 4.0 superior to version 3.5; ChatGPT required 
higher reading grades than the original primary care notes 
despite prompts requesting that the chatbot render the notes 
more accessible [30]. In contrast, another study reported that 
ChatGPT o#ered potential as a reliable source of psychoedu-
cation, particularly among patients with very limited access 
to mental health resources [31].

Despite encouraging preliminary investigations, research 
into patient perspectives particularly in mental healthcare 
is limited [11]; whether access to generative AI improves 
patients’ understanding and awareness about mental health 
conditions, including treatment options, is not yet fully 
understood. We recommend that future empirical research 
explore patients’ sense of empowerment with generative AI, 
including how these tools influence quality of understanding 
following access. Experimental studies are also needed to 
assess the e#ectiveness of these tools in supporting clinical 
documentation, as well as assisting in taking patient his-
tories, particularly in evaluating their responses to various 
prompts.

Bene!cence

Empathic care and the therapeutic alliance

Sustaining consistently high levels of empathy within care 
delivery can be challenging, especially in mental health con-
texts where clinicians are particularly vulnerable to burnout 
ad compassion fatigue [32, 33]. Preliminary research sug-
gests that LLMs might assist the delivery of empathy [34]. 
For example, a blinded study with clinician raters which 
compared responses from physicians and ChatGPT to 195 
real-world health questions posted on Reddit’s AskDocs 
reported ChatGPT’s were rated as nearly 10 times more 
empathetic than the physicians' responses [35]. Other stud-
ies indicate that LLM-powered chatbots could help mental 
health professionals or peer supporters consistently pro-
vide high-quality support in patient interactions, especially 
among those dealing with compassion fatigue. For example, 

a randomized controlled trial involving responses on Talk-
Life, a peer-support social media platform for mental health, 
found that replies written in collaboration with a chatbot 
called 'HAILEY' (Human-AI coLlaboration approach for 
EmpathY) were more likely to be perceived as empathetic 
compared to human-only responses [36]. Peer supporters 
who reported struggling with empathy were significantly 
more likely to provide empathetic responses in the AI-
assisted scenario.

Another study of ChatGPT explored its ability to trans-
late fictional primary care notes, including a clinical note 
on major depressive disorder for a suicidal teenager, into 
more patient-friendly language [30]. Using the prompt, 
"Write an understandable and empathetic clinical note for 
the patient described in this record" the study found that the 
chatbot-generated notes contained significantly more mark-
ers of compassion, cognitive empathy, and pro-social cues 
compared to fictionalized notes written by a physician which 
exhibited negligible signatures of empathy.

Although chatbots have been found to demonstrate sig-
nificantly more cues of empathy, particularly in written com-
munication, it remains uncertain whether patients perceive 
these responses as genuinely empathic: blind assessments 
leave the actual patient perspective underexplored. Con-
ceivably, if patients are not informed that a chatbot, rather 
than a human, is responding to their questions, it could 
undermine trust and the strength of the therapeutic alliance. 
For instance, in January 2023, the mental health platform 
Koko issued a public apology after using ChatGPT to gen-
erate emotional responses, misleading users into believing 
the replies were written by humans [37]. Further research 
is required to investigate patients' perspectives on clinical 
documentation produced or co-created by generative AI. 
For instance, future studies could examine how patients 
interpret "empathy" when it is conveyed by AI chatbots. We 
strongly recommend that empathy is carefully deconstructed 
as a concept in empirical research [38], and where feasible, 
validated measures examining the strength of the therapeutic 
alliance are used. In addition, studies could usefully inves-
tigate how this AI influences clinician burnout and compas-
sion fatigue, and how patients perceive clinicians who adopt 
these tools in their communications.

Diagnostic accuracy

Current research shows that negative attitudes toward 
patients with psychiatric disorders [39], or the misattri-
bution of physical symptoms to mental health conditions, 
can lead to errors in care [40] (see also: Unfair treatment, 
below). For example, patients with both serious mental 
illness and diabetes who visit emergency departments are 
less likely to be admitted for diabetic complications [41]. 
Additionally, hospitalized patients with schizophrenia face 
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significantly higher risks of certain complications compared 
to those without the condition [42]. One promising use of 
generative AI in mental health care is its ability to assist 
clinicians with hypothesis generation, potentially overcom-
ing risks associated with diagnostic overshadowing. Early 
research has shown that GPT-4 can produce accurate lists 
of di#erential diagnoses, even in complex cases [43, 44], 
which suggests its potential for supporting brainstorming 
in both diagnostic and treatment planning in mental health 
contexts. However, whether – in practice – generative AI 
augments or encumbers clinicians in making mental health 
diagnoses is unknown. We recommend that future research, 
including experimental studies, randomized controlled trials, 
retrospective case reviews, and patient surveys, explore the 
influence of generative AI in medical decisions including 
clinical outcome measures.

Nonmale!cence

Medical errors

A goal for AI in healthcare lies in harnessing its potential for 
personalized psychiatry, aiming to guide treatments that lead 
to better patient outcomes. As noted, however, the tendency 
for hallucinations may cause challenges, and a recent study 
in oncology reveals a growing concern: when ChatGPT 3.5 
was prompted to provide cancer treatment suggestions, it fre-
quently blended accurate information with incorrect recom-
mendations, making it challenging even for experts to iden-
tify mistakes [45]. As noted, widely accessible commercial 
models like GPT-4 are not intended for medical purposes 
and although medical grade AI outperforms these chatbots, 
risks of medical error may still arise [28, 46].

Studies show some medically trained bots and humans 
perform at similar levels [28, 46]. For example, human 
experts found that 0.8 percent of Med-PaLM’s answers 
included inappropriate biases, compared to 1.4 percent of 
clinicians' responses [46]. However, the issue of "hallucina-
tions" was evident: clinicians provided incorrect information 
1.4 percent of the time, while Med-PaLM did so in 18.7 per-
cent of responses, and Flan-PaLM in 16.1 percent. Similar 
rates of incorrect information have been seen in generalist 
chatbots, such as GPT-4 [44].

We strongly recommend further empirical research is 
aimed at exploring the error rate of both medical grade gen-
erative AI tools, and more commercially available tools that 
may be more likely to be adopted by patients. When it comes 
to errors, the temporal consistency of tools, the types of 
errors they are liable to make compared with humans (an 
error ontology), and the corresponding error rates, should 
be explored.

Misinformation that leads to harm

Although the extent to which patients are adopting genera-
tive AI to seek health information is unclear, it is conceiv-
able that these tools may sometimes o#er inappropriate 
‘advice’ that could risk leading to increased anxiety or even 
episodes of self-harm. For example, the possible adverse 
e#ects inflicted on the eating disorder community by the 
public release and swift withdrawal of the Tessa chatbot, 
within just one week, underscores the need for more compre-
hensive and reliable evidence than what has been gathered 
so far [47].

We are aware that no research has systematically explored 
the question of harm from generative AI with precision. 
Patient surveys could usefully explore the potential for nega-
tive experiences following generative AI usage. Tracking 
trends in the responses of patients to these tools, accord-
ing to di#erent mental health diagnoses or conditions, will 
be imperative. Automated scalable oversight systems, in 
which as AI model provides limited human-like oversight of 
another AI system, will likely be necessary given the extent 
of information to review.

Justice

Unfair treatment

The nature of the datasets used to train AI models is cru-
cial, as any biases present in these datasets, or among the 
individuals involved in labeling or training the AI, are fun-
damentally embedded into the responses generated. Addi-
tionally, many widely accessible LLM-powered chatbots 
are not solely trained on medical literature and often handle 
information from the internet without di#erentiating its qual-
ity. Compounding this, the underrepresentation of women, 
racial and ethnic minorities, and seniors in research can lead 
to existing disparities in published medical texts [48–52]. 
Some studies suggest that these algorithmic biases could 
exacerbate discrimination in clinical practice [53, 54]. How-
ever, these important studies lack a human baseline, and 
more research is needed to examine whether algorithmic 
recommendations lead to worse bias than human-mediated 
care (see Medical Errors). Conceivably, for example, there 
may be circumstances when face-to-face discrimination 
among patients with mental health conditions [39] may be 
averted because interactions with chatbots may avoid the 
need for in-person or telemedicine encounters. In addition, 
LLMs can also help monitor the extent of discrimination in 
care by evaluating linguistic markers of biases [55], such as 
those found in clinical documentation [56].

Empirical research should explore the uptake, outcomes, 
and experiences of patients with generative AI across 
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di#erent mental health conditions, sex, age, and demo-
graphic groups. We recommend that attention is paid to risks 
of bias and treatment discrimination, among patients, and 
clinicians who adopt these tools.

Access to care

Justice in healthcare can also refer to ensuring fair and equal 
access to medical services, regardless of socioeconomic sta-
tus, location, or background. Because of the ease of access 
of generative AI tools, particularly commercially available 
chatbots compared with accessing clinicians, there may be 
novel opportunities for patients to avail themselves of medi-
cal information. In the survey of APA-a"liated psychiatrists, 
75% (n = 104) believed that patients would first consult these 
tools before first seeing a doctor [1]. Such access may be 
especially important among underserved populations and 
those who may lack health insurance coverage or those who 
are confronted by additional, cumbersome barriers to visit-
ing clinicians. Again, patient experiences and preferences, 
including whether access to health information is elevated 
by these tools, is not yet understood. Without additional, 
multilevel e#orts, generative AI could contribute to, and 
potentially exacerbate, the “digital divide” – whereby people 
who lack the ability or means to use internet-enabled tools.

Empirical research e#orts should be focused on evalu-
ating whether generative AI dilates access to high quality 
medical information, including preventative care, and exam-
ine the demographics of patients who are early adopters.

Privacy and con!dentiality

Privacy is a key consideration in the patient-clinician rela-
tionship, and providers must communicate how confidential-
ity will be protected, including when clinicians are legally 
required to share information with third parties. Use of com-
mercial LLM-powered chatbots such as ChatGPT, that do 
not adhere to medical privacy standards, can pose risks to 
patient privacy [23, 57]. These risks will vary across di#er-
ent legal systems due to the di#ering standards associated 
with processing identifiable, sensitive health information 
obtained from the internet [58, 59]. Nonetheless, due to 
the user-friendly interfaces, conversational nature, and the 
tendency of users to anthropomorphize these tools consent 
processes may be compromised leading to the inclination 
of users to share sensitive information [23]. Added privacy 
vulnerabilities arise because of the need to seek readily 
accessible assistance, advice, or information among those 
with mental health conditions who may fear stigmatization 
from clinicians, or who may otherwise be unable to eas-
ily access mental health care. In the survey conducted with 

APA-a"liated psychiatrists, more than half (57%, n = 79) 
anticipated that patients would worry more about privacy 
with these tools [1]. Once again, surveys of patients’ experi-
ences and opinions are lacking. We suggest that future quan-
titative and qualitative survey research should explore, more 
deeply, clinicians and patients’ understanding and opinions 
about privacy and confidentiality with respect to generative 
AI tools.

Conclusion and recommendations

Generative AI is here to stay and it is poised for, and is 
already in widespread use, in drafting and co-authoring 
clinical documentation, and assisting clinicians with his-
tory-taking, diagnostics, empathy, and other clinical tasks 
[1, 3, 21, 28, 60]. However, we stress that current generative 
AI tools still present evidence-based risks, including inac-
curacies, inconsistencies, hallucinations, and the potential 
to introduce harmful biases into clinical decision-making. 
Patients with mental health conditions are among the most 
vulnerable patients. They may also be turning to generative 
AI to supplement, or even replace health information and the 
emotional support traditionally derived from mental health 
clinicians and other health professionals.

Among our empirical research recommendations (see 
Table 1) we urge that investigators should differentiate 
between di#erent generative AI tools including medical 
grade tools, those that are specifically designed to be com-
pliant with health privacy standards, and more commercial 
platforms. Researchers should also avoid “in silico” evalu-
ations – studying these tools with standardized text bench-
marks – and instead broaden their studies to include how 
using these tools changes human behaviour, human–com-
puter interaction. While the landscape appears to be chang-
ing at a faster rate than scientific evaluation, we also strongly 
recommend the use of randomized controlled trials to com-
pare the e#ectiveness of human clinicians, generative AI, 
and the combination of both. When RCTs cannot feasibly be 
performed, we recommend robust evaluation within a qual-
ity-improvement paradigm. It is crucial to harness empirical 
evidence to inform ethical concerns about how best to weigh 
up the benefits and reduce harm that these tools can confer 
on patient care. In this paper, we have aimed to chart a clear 
path forward in evaluating ethical progress.
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This glossary was written for educators to reference when learning about and using artificial intelligence (AI).

A  B  C  D  E  F  G  H  I  J  K  L  M  N  O  P  Q  R  S  T  U  V  W  X  Y  Z

 

A

Adaptive Learning: Subject or course material is adjusted based on the performance of the learner. The difficulty of

material, the pacing, sequence, type of help given, or other features can be adapted based on the learner’s prior

responses.

Algorithm: Algorithms are the “brains” of an AI system and what determines decisions. In other words, algorithms are

the rules for what actions the AI system takes. Machine learning algorithms can discover their own rules (see machine

learning for more) or be rule-based where human programmers give the rules.

Artificial General Intelligence (AGI): Artificial general intelligence has not yet been realized and would be when an AI

system can learn, understand, and solve any problem that a human can.

Artificial Intelligence (AI): AI is a branch of computer science. AI systems use hardware, algorithms, and data to

create “intelligence” to do things like make decisions, discover patterns, and perform some sort of action. AI is a general

term and there are more specific terms used in the field of AI. AI systems can be built in different ways, two of the

primary ways are: (1) through the use of rules provided by a human (rule-based systems); or (2) with machine learning

algorithms. Many newer AI systems use machine learning (see definition of machine learning below).

Artificial Narrow Intelligence (ANI): AI can solve narrow problems and this is called artificial narrow intelligence. For

example, a smartphone can use facial recognition to identify photos of an individual in the Photos app, but that same

system cannot identify sounds.

 

B

Black Boxes: We call things we don’t understand, “black boxes” because what happens inside the box cannot be seen.

Many machine learning algorithms are “black boxes” meaning that we don’t have an understanding of how a system is

using features of the data when making their decisions (generally, we do know what features are used but not how they

are used). There are currently two primary ways to pull back the curtain on the black boxes of AI algorithms: interpretable

machine learning (see definition above) and explainable machine learning (see definition below).

 

C

Chat-based generative pre-trained transformer (ChatGPT): A system built with a neural network transformer type

of AI model that works well in natural language processing tasks (see definitions for neural networks and Natural

Language Processing below). In this case, the model: (1) can generate responses to questions (Generative); (2) was

trained in advance on a large amount of the written material available on the web (Pre-trained); (3) and can process

sentences differently than other types of models (Transformer).

Computer Vision: Computer Vision is a set of computational challenges concerned with teaching computers how to

understand visual information, including objects, pictures, scenes, and movement (including video). Computer Vision

(often thought of as an AI problem) uses techniques like machine learning to achieve this goal.
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Critical AI: Critical AI is an approach to examining AI from a perspective that focuses on reflective assessment and

critique as a way of understanding and challenging existing and historical structures within AI. Read more about critical AI.

 

D

Data: Data are units of information about people or objects that can be used by AI technologies.

Deep Learning: Deep learning models are a subset of neural networks. With multiple hidden layers, deep learning

algorithms are potentially able to recognize more subtle and complex patterns. Like neural networks, deep learning

algorithms involve interconnected nodes where weights are adjusted, but as mentioned earlier there are more layers and

more calculations that can make adjustments to the output to determine each decision. The decisions by deep learning

models are often very difficult to interpret as there are so many hidden layers doing different calculations that are not

easily translatable into English rules (or another human-readable language).

 

E

Explainable Machine Learning (XML) or Explainable AI (XAI): Researchers have developed a set of processes and

methods that allow humans to better understand the results and outputs of machine learning algorithms. This helps

developers of AI-mediated tools understand how the systems they design work and can help them ensure that they work

correctly and are meeting requirements and regulatory standards.

It is important to note that the term “explainable” in the context of explainable machine learning or explainable AI,

refers to an understanding of how a model works and not to an explanation of how the model works. In theory,

explainable ML/AI means that an ML/AI model will be “explained” after the algorithm makes its decision so that we can

understand how the model works. This often entails using another algorithm to help explain what is happening as the

“black box.” One issue with XML and XAI is that we cannot know for certain whether the explanation we are getting is

correct, therefore we cannot technically trust either the explanation or the original model. Instead, researchers

recommend the use of interpretable models.

 

F

Foundation Models: Foundation Models represent a large amount of data that can be used as a foundation for

developing other models. For example, generative AI systems use large language foundation models. They can be a way

to speed up the development of new systems, but there is controversy about using foundation models since depending on

where their data comes from, there are different issues of trustworthiness and bias. Jitendra Malik, Professor of Computer

Science at UC Berkeley once said the following about foundation models: “These models are really castles in the air, they

have no foundation whatsoever.”

 

H

Human-centered Perspective: A human-centered perspective sees AI systems working with humans and helping to

augment human skills. People should always play a leading role in education, and AI systems should not replace teachers.

 

I

Intelligence Augmentation (IA): Augmenting means making something greater; in some cases, perhaps it means

making it possible to do the same task with less effort. Maybe it means letting a human (perhaps teacher) choose to not

do all the redundant tasks in a classroom but automate some of them so they can do more things that only a human can

do. It may mean other things. There’s a fine line between augmenting and replacing and technologies should be designed

so that humans can choose what a system does and when it does it.

Intelligent Tutoring Systems (ITS): A computer system or digital learning environment that gives instant and custom

feedback to students. An Intelligent Tutoring System may use rule-based AI (rules provided by a human) or use machine

learning under the hood. By under the hood we mean the underlying algorithms and code that an ITS is built with. ITSs

https://circls.org/educatorcircls/ai-in-education/ai-in-ed-reading-guide
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can support adaptive learning.

Interpretable Machine Learning (IML): Interpretable machine learning, sometimes also called interpretable AI,

describes the creation of models that are inherently interpretable in that they provide their own explanations for their

decisions. This approach is preferable to that of explainable machine learning for many reasons including the fact that we

should understand what is happening from the beginning in our systems, rather than try to “explain” black boxes after the

fact.

 

M

Machine Learning (ML): Machine learning is a field of study with a range of approaches to developing algorithms that

can be used in AI systems. AI is a more general term. In ML, an algorithm will identify rules and patterns in the data

without a human specifying those rules and patterns. These algorithms build a model for decision making as they go

through data. (You will sometimes hear the term machine learning model.) Because they discover their own rules in the

data they are given, ML systems can perpetuate biases. Algorithms used in machine learning require massive amounts of

data to be trained to make decisions.

It’s important to note that in machine learning, the algorithm is doing the work to improve and does not have the

help of a human programmer. It is also important to note three more things. One, in most cases the algorithm is

learning an association (when X occurs, it usually means Y) from training data that is from the past. Two, since the

data is historical, it may contain biases and assumptions that we do not want to perpetuate. Three, there are many

questions about involving humans in the loop with AI systems; when using ML to solve AI problems, a human may

not be able to understand the rules the algorithm is creating and using to make decisions. This could be especially

problematic if a human learner was harmed by a decision a machine made and there was no way to appeal the

decision.

 

N

Natural Language Processing (NLP): Natural Language Processing is a field of Linguistics and Computer Science that

also overlaps with AI. NLP uses an understanding of the structure, grammar, and meaning in words to help computers

“understand and comprehend” language. NLP requires a large corpus of text (usually half a million words).

NLP technologies help in many situations that include: scanning texts to turn them into editable text (optical

character recognition), speech to text, voice-based computer help systems, grammatical correction (like auto-correct

or grammarly), summarizing texts, and others.

Neural Networks (NN): Neural networks also called artificial neural networks (ANN) and are a subset of ML algorithms.

They were inspired by the interconnections of neurons and synapses in a human brain. In a neural network, after data

enter in the first layer, the data go through a hidden layer of nodes where calculations that adjust the strength of

connections in the nodes are performed, and then go to an output layer.

R

Robots: Robots are embodied mechanical machines that are capable of doing a physical task for humans. “Bots” are

typically software agents that perform tasks in a software application (e.g., in an intelligent tutoring system they may offer

help). Bots are sometimes called conversational agents. Both robots and bots can contain AI, including machine learning,

but do not have to have it. AI can help robots and bots perform tasks in more adaptive and complex ways.

 

S

Self-attention mechanism: These mechanisms, also referred to as attention help systems determine the important

aspects of input in different ways. There are several types and were inspired by how humans can direct their attention to

important features in the world, understand ambiguity, and encode information.

 

T
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T

Transformer models: Used in ChatGPT (the T stands for Transformer), transformer models are a type of language

model. They are neural networks and also classified as deep learning models. They give AI systems the ability to

determine and focus on important parts of the input and output using something called a self-attention mechanism to

help.

Training Data: This is the data used to train the algorithm or machine learning model. It has been generated by humans

in their work or other contexts in their past. While it sounds simple, training data is so important because the wrong data

can perpetuate systemic biases. If you are training a system to help with hiring people, and you use data from existing

companies, you will be training that system to hire the kind of people who are already there. Algorithms take on the

biases that are already inside the data. People often think that machines are “fair and unbiased” but this can be a

dangerous perspective. Machines are only as unbiased as the human who creates them and the data that trains them.

(Note: we all have biases! Also, our data reflect the biases in the world.)

 

U

User Experience Design/User Interface Design (UX/UI): User-experience/user-interface design refers to the overall

experience users have with a product. These approaches are not limited to AI work. Product designers implement UX/UI

approaches to design and understand the experiences their users have with their technologies.

 

Pati Ruiz and Judi Fusco, “Glossary of Artificial Intelligence Terms for Educators,” from the Center for Integrative Research in Computing and

Learning Sciences, 2023.
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